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Abstract: In a video scene, data redundancy arises from spatial, temporal and statistical correlation between frames. These correlations are processed separately because of differences in their characteristics. Hybrid video coding architectures have been employed since the first generation of video coding standards, i.e. MPEG. MPEG consists of three main parts to reduce data redundancy from the three sources described above. Motion estimation and compensation are used to reduce temporal redundancy between successive frames in the time domain.
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INTRODUCTION:

Digital video coding has gradually increased in importance since the 90s when MPEG-1 first emerged. It has had large impact on video delivery, storage and presentation. Compared to analog video, video coding achieves higher data compression rates without significant loss of subjective picture quality. This eliminates the need of high band-width as required in analog video delivery. With this important characteristic, many application areas have emerged. For example, set-top box video playback using compact disk, video conferencing over IP networks, P2P video delivery, mobile TV broadcasting, etc.

The specialized nature of video applications has led to the development of video processing systems having different size, quality, performance, power consumption and cost. Similar to previous video standards such as H.261, MPEG-1, MPEG-2, H.263, and MPEG-4, H.264/AVC is also based on hybrid coding framework. Among the coding tools, Motion Estimation (ME) is the most important part in exploiting the temporal redundancy between successive frames and is also the most time consuming part in the hybrid coding framework. ME is conducted in two parts: the first part is the integer pel ME, and the second part is the fractional pel ME around the position obtained by the integer pel ME. Particularly, quarter pel motion vector precision is used in H.264/AVC to improve the coding efficiency. ME occupies 60% to 90% of computational time of the whole encoder from the simplest configuration to the complex configuration, respectively. In which the fractional pel ME occupies half of the computation time of the whole ME process.

ANALYSIS OF FRACTIONAL MOTION VECTOR

It is generally believed that the fast ME algorithm works best if the matching error surface inside the search window is unimodal.
As shows in Fig.1, the error surface of integer pel ME is not unimodal due to the large search window and complexity of video content. So the ME search would easily be trapped into a local minimum. On the other hand, since the sub-pels are generated from the interpolation of integer pels, the correlation inside a fractional pel search window is much higher than that of the integer pel search window. Thus, the uni-modal error surface will be valid in most cases of the fractional pels. So the matching error decreases monotonically as the search point moves closer to the global minimum. In the full search method, every fractional pels around the original integer pels are treated equal. However, with the valid unimodal error surface assumption, a fast algorithm can work well if every candidate of the sub-pel refinement has different occurring probabilities. Fig 2 shows the distribution of the fractional motion vector around the best integer motion vector. It is obvious that more than 90% of fractional motion vector are at the search center in all kinds of video content. However, we still cannot just avoid the fractional part even there are huge density diagram appear near the bias search center. The small error drift of fractional part in motion vector will lead to significantly bit rate increase.

**FAST BLOCK MATCHING ALGORITHMS**

*Exhaustive Search (ES)*

In order to get the best match block in the reference frame, it is necessary to compare the current block with all the candidate blocks of the reference frames. Full search motion estimation calculates the sum absolute difference (SAD) value at each possible location in the search window. Full search computed the all candidate blocks intensive for the large search window.

Consider a block of \( N \times N \) pixels from the candidates frame at the coordinate position \((r, s)\) as shown and then consider a search window having a range \( \pm w \) in both and directions in the references frame. For each of the \((2w + 1)^2\) search position (including the current row and the current column of the reference frame), the candidate block is compared with a block of size \( N \times N \) pixels, according to one of the matching criteria and the best matching block, along with the motion vector is determined only after all the \((2w+1)^2\) search position are exhaustively explored.
Figure-2 Full search motion estimation

**Three Step Search (TSS)**

This is one of the earliest attempts at fast block matching algorithms and dates back to mid 1980s. The general idea is represented in Figure 3. It starts with the search location at the center and sets the ‘step size’ $S = 4$, for a usual search parameter value of 7. It then searches at eight locations +/- $S$ pixels around location (0,0). From these nine locations searched so far it picks the one giving least cost and makes it the new search origin. It then sets the new step size $S = S/2$, and repeats similar search for two more iterations until $S = 1$.

**Simple and Efficient Search (SES)**

The algorithm still has three steps like TSS, but the innovation is that each step has further two phases. The search area is divided into four quadrants and the algorithm checks three
locations A, B and C. A is at the origin and B and C are S = 4 locations away from A in orthogonal directions. Depending on certain weight distribution amongst the three the second phase selects few additional points. The rules for determining a search quadrant for seconds phase are as follows:

If MAD(A) ≥ MAD(B) and MAD(A) ≥ MAD(C), select (b);
If MAD(A) ≥ MAD(B) and MAD(A) ≤ MAD(C), select (c);
If MAD(A) < MAD(B) and MAD(A) < MAD(C), select (d);
If MAD(A) < MAD(B) and MAD(A) ≥ MAD(C), select (e);

Fig. 4. The SES procedure

Four Step Search (4SS)

4SS sets a fixed pattern size of S = 2 for the first step, no matter what the search parameter p value is. Thus it looks at 9 locations in a 5x5 window. If the least weight is found at the center of search window the search jumps to fourth step. If the least weight is at one of the eight locations except the center, then we make it the search origin and move to the second step. The search window is still maintained as 5x5 pixels wide. Depending on where the least weight location was, we might end up checking weights at 3 locations or 5 locations. The patterns are shown in Fig.
Diamond Search (DS)

The DS algorithm employs two search patterns. The first pattern, called large diamond search pattern (LDSP) shown in figure. 6 (a) comprises nine checking points from which eight points surround the center one to compose a diamond shape. The second pattern consisting of five checking points forms a small diamond shape, called small diamond search pattern (SDSP) shown in figure. 6 (b).

Proposed Fast Algorithm

We found that the fractional motion position will be close to the center of integer search point with very high probability. To match such statistics, we will bias our second step search near the center. Moreover, with the valid uni-modal error surface assumption, we can just examine the neighborhood position around the points with low cost value and thus skips other unlikely position. We use the fixed half-pel search pattern for half pel
(rectangular points in Fig 7) and adapt quarter pel search patterns. In every fractional-pel refinement, only triangle points in the same set will be visited.

![Search pattern of proposed search algorithm (different colors-different search Pattern)](image)

The proposed algorithm uses two step search processes, as shown in Fig 7

**Step 1:** Calculate the cost of five search points in half pel positions.

**Step 2:** Depending on the best three search positions, the search pattern of the second step is adaptively selected as shown in Fig 8 to Fig 11. The algorithm will bias the search pattern to the search center if the minimum cost point is at the integer pel, as shown in Fig 7(a). Otherwise, we will bias the search pattern away from the search center, as shown in Fig 7(b). The details of each case are shown below.

**Case 1:** When the minimum cost point falls on the search center, and the second and third best search positions are not neighboring to each other. We will choose the three search points between them, as shown in Fig 8.

![Refine position in case 1 of proposed search algorithm](image)

**Case 2:** When the minimum cost falls on search center and the second best search positions is neighbor to the third one. We will choose the “L” shape pattern as shown in Fig 9.
Case 3: When the best two search positions are at the four end points and neighboring to each other, we will search the three candidates in the “L” shape between the best two as shown in Fig 10, with search center bias.

Case 4: When the best two search positions are at the four end points and do not neighbor to each other, we will search the four candidates around the best search point as shown in Fig 11.

NKN Sequence Results
Fig. 12. Compensated frame and Motion compensated difference for the NKN Sequence using proposed algorithm.

<table>
<thead>
<tr>
<th>Frame Number</th>
<th>ES Algorithm</th>
<th>TSS Algorithm</th>
<th>SES Algorithm</th>
<th>4SS Algorithm</th>
<th>DS Algorithm</th>
<th>Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.9113</td>
<td>30.7547</td>
<td>30.7304</td>
<td>30.8192</td>
<td>30.8923</td>
<td>30.8903</td>
</tr>
<tr>
<td>2</td>
<td>28.0086</td>
<td>27.9273</td>
<td>27.2762</td>
<td>27.9284</td>
<td>27.9639</td>
<td>27.9370</td>
</tr>
<tr>
<td>5</td>
<td>29.6373</td>
<td>29.2663</td>
<td>28.1156</td>
<td>29.4480</td>
<td>29.4721</td>
<td>29.3323</td>
</tr>
<tr>
<td>6</td>
<td>29.6373</td>
<td>29.2663</td>
<td>28.1156</td>
<td>29.4480</td>
<td>29.4721</td>
<td>29.3323</td>
</tr>
<tr>
<td>7</td>
<td>24.1784</td>
<td>24.0382</td>
<td>22.8988</td>
<td>23.8257</td>
<td>23.9437</td>
<td>23.9852</td>
</tr>
</tbody>
</table>

Table 13, NKN Sequence PSNR (dB) Results
Figure 14, PSNR performance over sequence of NKN frames (PSNR performance of standard FBMA (ES, DS, TSS, SES, FSS)) are shown in comparison to proposed algorithm

<table>
<thead>
<tr>
<th>Frame Number</th>
<th>ES Algorithm</th>
<th>TSS Algorithm</th>
<th>SES Algorithm</th>
<th>4SS Algorithm</th>
<th>DS Algorithm</th>
<th>Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>202.0485</td>
<td>23.1848</td>
<td>16.0909</td>
<td>18.8939</td>
<td>17.2697</td>
<td>8.6615</td>
</tr>
</tbody>
</table>

Table 15, NKN Sequence Computation Results
Figure- 16, Computational complexity over sequence of NKN frames (number of computations per block for standard FBMAs (ES, DS, TSS, SES, FSS) are shown in comparison to proposed algorithm)

CONCLUSION:
Because of the Internet is more and more universal and the technology of multimedia has been progressed, the communication of the image data is a part in life. In order to employ effect in a limit transmission bandwidth, to convey the most, high quality user information. It is necessary to have more advanced compression method in image and data. Motion Estimation (ME) and compensation techniques, which can eliminate temporal redundancy between adjacent frames effectively. In this algorithm we have try to improve the PSNR reduce the computation complexity.
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